—location of an item in question (post-equatorial location, equatorial location, location
within the disk of optic nerve, etc.);

— color (black, pigment-free, pink etc.);

— size (diameter, height).
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LOGIC-NEURAL NETWORK METHOD TO ANALYSIS
OF AUDIT DATA

T. V. Neskorodieva, E. E. Fedorov

Nowadays the scientific and technical issue of the modern information technologies in
financial and economic sphere of Ukraine is forming of the methodology of planning and
creation of the decision support systems (DSS) at the audit of enterprises in the conditions of
application of IT and with the use of information technologies. Modern automated DSS audit are
based on the automated analysis of the large volumes of data about financial and economic
activity and states of enterprises with the multi-level hierarchical structure of heterogeneous,
multivariable, multifunction connections, intercommunications and cooperation of objects of
audit. The tasks automated DSS audit are expansion of functional possibilities, increase of
efficiency and universality of IT-audit.

Currently, the analytical procedures used during the audit are based on data mining
techniques [1, 2]. Automated DSS audit means the automatic forming of recommendable
decisions, based on the results of the automated analysis of data, that improves quality process of
audit. Unlike the traditional approach, computer technologies of analysis of data in the system of
audit accelerate and promote the process accuracy of audit, that extremely critical in the
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conditions of plenty of associate tasks on lower and middle levels, and also amounts of indexes
and supervisions in every task.

The development of methods of estimation and prediction [1], formation of generalized
associative relationships [2] are described in the works of the authors of this article. The goals of
creating these methods: reducing the computational complexity for simple tasks (a single
mapping of elements or sub-elements of the audit subject area), automatic structural
identification, increasing the accuracy for complex tasks (compositions of mappings of elements
or sub-elements of the audit subject area) and the possibility of applying these methods for the
generalized analysis of elements and sub-elements of the audit subject area (Table 1).

The choice of model in the audit DSS depends on:

1) characteristics of the audit data type (time series data, spatial data (as mappings));

2) audit level (upper middle, lower),

3) audit tasks (internal, external);

4) the type of analysis tasks (detection of anomalies, structural analysis, assessment of
indicators);

5) the characteristics of the enterprise (large, medium, small) and the type of activity
(industry) at the top level;

6) characteristics of sets and subsets of operations at lower levels (numerological,
quantitative, semantic, logical).

This choice is schematically formalized in the form of a binary decision tree for choosing a
neural network data audit model (Fig. 1)

At the first level, the choice of a model is carried out depending on data type. If map data
is analyzed, therefore ANN with associative memory is used, otherwise ANN for forecasting.

When choosing models based on associative memory at the next stage, the choice depends
on the type of production: with or without waste. If the production is waste-free, depending on
the size of the enterprise and the specified accuracy of the decision maker, a model is selected
that is the best in terms of the ratio of learning rate and accuracy. At the next levels, the choice
depends on the type of analysis. In the case of structural analysis, models are selected in which
the layers correspond to the stages of data transformation, in particular, production data. Also,
the choice depends on the direction of analysis: direct or direct and reverse.

Table 1
Comparative analysis of intelligent analysis methods in audit tasks
The economic Model 0fpr0ce§s1ng Purpose of processing Advantages
content of the elements of the subject area, elements of the subject disadvantages of the
display Features of the model or area model or method
method
1 2 3 4
Payment — Modified Liquid State Evaluation and prediction | Reducing computational
delivery of raw Machine, one- dimensional | of indicators of raw complexity, improving
materials hidden layer, parameter material supplies (by the forecast accuracy
identification based on type) based on the values
matrix pseudoreversion [1] | of payment indicators in a
direct check of the display
Settlements with | A neural network model Evaluation of indicators Reducing computational
suppliers- based on a gateway of settlements with complexity, improving
customer recurrent unit. For customers on the basis of | the forecast accuracy
settlements parametric identification values of indicators of
of this model, adaptive settlements with suppliers
cross entropy in a direct verification of
(a combination of random | mapping
and directional search) is
faster to learn but less
accurate than in [1]
because the pseudorever-
sal is not paralleled
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Continued Table. 1

1 2 3 4
Settlements with | Forward-only Construction of Automating the
suppliers — counterpropagating neural | generalized associative formation of generalized
settlements with network, which is a relationships for features of audit sets and
customers nonrecurrent static two- generalized analysis tasks | their mapping by means
(a composition of | layer ANN [2], assumed (in the forward direction) | of a forward-only
mappings that the audit indicators counterpropagating

between a set of
input and output

are noisy with Gaussian
noise (learner model)

neural network the
number of pairs (neurons

data) in the hidden layer N1)
is set manually
Release of raw Bidirectional Construction of Automating the
materials - counterpropagating neural | generalized associative formation of generalized
posting of network, which is a relationships for features of audit sets and
finished products | nonrecurrent static two- generalized analysis tasks | their mapping by means
(a composition of | layer ANN BCPNN (in the forward and of a bidirectional
mappings (learner model) reverse direction) counterpropagating

between a set of
input and output
data)

neural network the
number of pairs (neurons
in the hidden layer N1)
is set manually

Time series data

ANN

Mapp data

ANN for forecasting

layers correspond to

ANN with associative memory

with waste, layers correspond to

the production of semi-finished

no waste roducts
CPNN Deep SRN with
RCM associative memory
speed

CPNN

accuracy, layers do not
correspond production

RCM

th duction of
Se?nri)—rfqlnlils(ilg()in ° forward-only bidirectional
products do not correspond

Deep CPNN
FOCPNN

forward-onl}/ \E

Shallow CPNN Shallow Shallow
Gauss- Gauss-
FOCPNN Bernoulli Bernoulli
FORCM RRCM
idirectional

Shallow
FOCPNN

Shallow
BCPNN

Fig. 1 Binary decision tree of neural network model selection for data analysis
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Conclusion. The proposed logical-neural network method makes it possible to automate
the process of data analysis in the audit DSS and optimize it depending on the characteristics of
the audit process and the audit object.
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CTATUCTHUYHA OUIHKA PIBHA MIZKIUCHUIIJITHAPHOCTI
HAYKOBHUX JOC/IIIKEHDb 3 BUKOPUCTAHHAM JAHUX
CUCTEMMH DIMENSIONS

C. /1. Illmogba, M. B. Ilempuuxo

OcTaHHIM dYacoM BeJIMKa yBara TMPUKyTa JO MDKIWCHUIUIIHAPHUX JIOCTIIHKCHD,
JOCITIJIKEHbB, SIKI CTOCYIOThCS MPEIMETHOTO OIS KIIBKOX HAyKOBUX crienianbHocTel. HaloinbI
MOIIMPEHNUM CHOCOOOM KIJTBKICHOTO OIIIHIOBAaHHS PIBHA MDKIUCHHIUTIHAPDHOCTI HAYKOBUX
JOCTIPKeHb € aHalli3 UUTyBaHb. /[ IbOro BpaxoBYIOTh, MyOIiKalii 3 SIKUX cleliaabHOCTeN
3rajiyloThCsl B CHHUCKY JITEpaTypu aHaji30BaHOI cTaTTi. 3i0paBIIM Taki JaHi 3a BEIHMKOIO
KUTBKICTIO CTaTeH 1 MPOBIBIIH 1X y3araJlbHCHHs, MOJKHA OIIHUTH PIBEHb B3aEMO/IIT TUX UM THIITHX
CHEIiaIbHOCTeH, BH3HAUYUTH TEHACHII — 3MiHM pPiBHA B3a€EMOJIi MPOTATOM JESKOro dacy,
BUSIBUTH HOBI KJIACTEPU KOOMEPAIlil TOIIO.

3a3HaueHWi BHWINE MiAXiJl € JOCUTh TPYIOMICTKUH, Xxo4a 30ip MOYATKOBUX JAHUX 1
aBTOMATH3YEThCS 3 BUKOpUCTaHHSIM 0a3 ganux Wev of Science ta Scopus. Mu npormnoHyemo
IHITUX TIOXIT 0 OIIIHIOBAHHS B3a€EMOJIT MK HAYKOBUMH CHEIiaJIbHOCTAMHU. J[s 1bOro
MPOTIOHYETHCSI CKOPUCTATHCS pecypcamu iHpopmaliiHoi cuctemu Dimensions, ska MiCTUTh
noHaa 110 miaH kareropu3oBaHuX myOumikauii. B miii cuctemi koxHa myOsikaiis BiHeceHa
JI0 OJIHIET YW KIUJIBKOX HAyKOBUX chemnianbHOcTed (puc. 1). Ha OoCHOBI Iux maHUX MOXKHA
BCTAHOBUTH pIiBEHb B3a€MOAIl Mik OyAb-SKOI TMapol CHEUiaJbHOCTEH MPOTATOM
aHaJi30BaHOTO YaCOBOTO iHTEpBAIy.

Dimensions BHKOPHCTOBY€ JBOPiBHEBHM BapiaHT ABcTpanilickko-HoBo3enanacekoi
cucremu knacudikamii Hayk — ANZSRC. CTpyKTypHO BiH CXOKUH Ha CyyaCHHMH yKpaiHChKHUI
NeperiK crerianpHocTel Ta ramyseit 3Hanb. ANZSRC mictuth 22 ramysi (research divisions) ta
157 cnemiansHocTe#l (research groups). Hampuknan, ramyse 08 Information and Computing
Sciences Bxirodae Taki cnerianbHOCTi: 0801 Artificial Intelligence and Image Processing;
0802 Computation Theory and Mathematics; 0803 Computer Software; 0804 Data Format;
0805 Distributed Computing; 0806 Information Systems; 0807 Library and Information Studies;
0899 Other Information and Computing Sciences.
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